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Abstract

This thesis demonstrates the design of a lateral flight controller

for the C-135 aircraft using the frequency response approach of Profes-

sor Izaac Horowitz, University of Colorado, Boulder, Colorado. A single

controller is designed for the entire flight envelope of the aircraft

from high speed, high altitude cruise to a low altitude approach condi-

tion.

A three degree-of-freedom lateral model is reduced to a two degree-

of-freedom model. The equations of motion assume a linearized aircraft

model operating around equilibrium flight conditions allowing only small

perturbations from equilibruim.

Robustness of the design is guaranteed, since the variation in

o flight parameters are considered throughout the en'ire design process.

Robustness is demonstrated by simulating the compensated aircraft at the

extremes of the flight envelope considered.

This thesis concludes that the approach of Professor Horowitz is

useful for the design of flight controllers for the C-135 aircraft.

Some software development to aid tn the design process is recommended.

x
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MULTIPLE INPUT - MULTIPLE OUTPUT FLIGHT CONTROL

DESIGN WITH HIGHLY UNCERTAIN PARAMETERS

APPLICATION TO THE C-135 AIRCRAFT

I. Introduction

Dr. Isaac Horowitz of the University of Colorado, Boulder, Colorado

has developed a synthesis technique for multiple input - multiple output

feedback control systems. He has worked with the U.S. Air Force on a

number of projects such as the F-16 CCV. His frequency response

approach to controller design has produced successful designs for a

number of difficult flight control problems (Ref 9:5-8).

The Air Force is interested in the use of Dr. Horowitz' approach

for a variety of aircraft control problems. This thesis deals with the

design of a lateral flight controller for the C-135 aircraft using his

technique.

This first chapter presents some background, a statement of the

problem, the scope, assumptions, approach, and the sequence of presenta-

tion for the rest of the thesis.

Background

An aircraft in flight is an uncertain, non-linear, highly coupled

multiple input - multiple output (MIMO) contiol system. The engine(s)

and the flight control surfaces, elevator, ailerons, rudder, flaps,

spoilers, and often others provide the inputs to the system. The out-

puts are the velocity vector, the angles and the angular rates of the

y :.x aircraft body with respect to some predetermined axis system. In

.. I-1.



general, each input exists to primarily affect only one or two of the

routputs. But in practice, an input usually affects a number of outputs

in addition to those it was designed to control. For instance, the

ailerons control roll rate and thereby control bank angle. But in

addition to a roll rate, an aileron input produces a yaw rate and a

pitch angle change due to asymmetric drag and a change in the lift

vector respectively. Thus the inputs and outputs are interrelated or

coupled. These relationships of inputs to outputs are not linear and

are seldom.known with a high degree of certainty (Ref 9:1).

Classically, engineers assumed their mathematical models of these

input/output relationships to be linear and invariant in small regions

around equillibrium points (Ref 4:154). The MIMO problem was then

uncoupled to achieve a set of single input - single output (SISO)

problems (Ref 3:162). The designs resulting from this approach were

often successful but usually involved a great deal of trial and error

(Ref 9:1).

More recently, control designs consisting of feedback gains have

been derived from the state space representation of the aircraft model

using the digital computer to perform the complex matrix operations

required. These techniques are often grouped under the heading of

Modern or Optimal Control. (Ref 3:523-62). The robustness in these

designs tends to break down when required state information is unavail

able or has to be estimated. Another approach, based upon the state-

variable approach is the method of Professor Brian Porter. This method

has demonstrated ability to achieve robustness, but can't predict the

range of uncertainty over which the design will be valid in advance.

The essence of Dr. Horowitz' method is the consideration of

J-2
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the performance specifications and the uncertainty in the plant quanti-

tatively from the very beginning of the design process. The uncertain

U MIMO plant model can be derived directly from the linear differential

equations or from the state space representation of the MIMO system. By

the use of elementary matrix operations the MIMO system is separated

into SISO systems. The designer derives a controller for each of the

resulting SISO loops based on the design specifications and any loop

design(s) already completed. If each individual SISO design meets its

requirements, then the combination of them is guaranteed to meet the

overall design specifications (Ref 11:977).

Problem

The purpose of this thesis is to apply the method of Dr. Horowitz

to a lateral control design for a large transport aircraft, specifically

the C-135. The primary objective is that an engineer with a reasonable

backgound in control theory and in the frequency response method of

analysis should be able to follow the design steps and be able to apply

this technique to similar problems.

Subordinate objectives are as follows:

1. Achievement of competence and insight in feedback theory,
i.e., the means and cost of attaining desired performance despite uncer-
tainty.

2. Analysis of design in achieving robustness, or the range
of flight conditions over which the design is valid.

3. Qualitative comparison of the design resulting from this
thesis to the design resulting from a concurrent C-135 thesis using the
method of Professor Brian Porter.

1-3



scope

This thesis is limited to a lateral flight control design for the

C-135 aircraft using the Horowitz method. Comparisons are made between

these results and those of a Porter method design for the same aircraft,

. but the comparisons are qualitative only.

The analysis of design robustness is limited by the availability of

valid data representing the flight characteristics of the aircraft under

varying conditions.

Assumptions

The following assumptions are made:

1. Flat, non-rotating Earth inertial reference frame.

2. Quasi-steady airflow (Ref 2:22).

3. Rigid body aircraft.

4. Constant aircraft mass.

In addition, it is assumed that computer simulations in the com-

puter aided design program, TOTAL, provide realistic representations of

aircraft motion in flight.

Approach

The first step in the approach to this problem is to reduce the

aircraft data into a matrix representation of the plant model at each

flight condition. The result is a plant matrix, P, such that -_4,

where I is the output vector and 6 is the input vector. Inverting the P

matrix produces the effective SISO plant transfer functions used during

each loop design.

The second step is to derive a frequency domain representation of

1-4
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the desired specifications. This is admittedly the weakest part of this

thesis. Military specifications for transport aircraft are not very

demanding. Therefore, in this thesis, much stricter demands are imposed

on the aircraft response. These demands are somewhat arbitrary and may

be unrealistic.

The third step is to apply the Horowitz method to the design

itself. The primary objective of this thesis is the presentation of

this application of this method. The method also promises to provide

insight into the costs and trade-offs involved in a design problem. As

, these become apparent, they are identified.

When the design is complete, the fourth step is to simulate the

compensated system. This is done using the program, TOTAL. Aircraft

response and control surface movements to a step command for a 30-degree

bank turn are presented.

. The fifth and final step is to compare, qualitatively, this design

with the design resulting from a concurrent C-135 thesis using the

Porter method. The ease of application, success in meeting specifica-

tions, and the resulting robustness of the two design methods are the

primary comparisons made.

Presentation

This thesis consists of seven chapters. Chapter II presents the

single input - single output (SISO) design theory of Professor Horowitz.

The design of multiple input - multiple output (MIMO) systems is covered

in Chapter III. Chapters II and III are co-written by Lt. Brian Pawlow-

ski, GE-83D, author of another thesis using Professor Horowitz" tech-

nique and this author. Chapter IV contains the C-135 aircraft model

': 1-5



used in this thesis. Two designs are presented in Chapter V. The first

design is presented in detail, the second is simply shown for com-

parison. The results of simulations for both designs are found in

Chapter VI. Finally, Chapter VII consists of conclusions, recommenda-

tions, and a comparison of the results of this thesis to the results of

a concurrent C-135 thesis using Porter's method.

1-6
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II. Single Input Single Out Theory

Introduction

Chapters II and III present an overview of the Quantitative Feed-

back Synthesis Technique used in the design of multiple input - multiple

output flight control systems for this thesis. Examples are presented

to aid in the understanding of the material. The technique is valid for

the general n-by-n case. However, for simplicity, the examples below

are either single loop or two-by-two systems. For a discussion of the

three-by-three case and extrapolation to the more general case, see

Reference 8 in the bibliography.

The flight control problem involves a multiple input - multiple
S.

output (MIMO) plant requiring regulation and control due to parameter

uncertainty and disturbances. The mathematical equations describing the

motion of an aircraft are highly non-linear. For design purposes, these

equations are linearized about a point in the flight envelope, or flight

condition. Uncertainty arises as the linearized coefficients vary with

airspeed and altitude (see Chapter IV).

.- ~ The Quantitative Feedback Synthesis Technique developed by Dr.

Isaac Horowitz uses feedback to achieve closed-loop system response

within performance tolerances despite plant uncertainty. The range of

plant uncertainty and the output performance specifications are quanti-

tative parameters in the design process (Ref 8:81). The fundamentals of

the design method are presented in the discussion of the single input -

* single output design problem of Chapter II. The multiple input -

multiple output design procedure is described in Chapter III, using the

fundamentals developed in Chapter II.

.. ..... .. ... . ..... -,........................................... .. ..~- -... 5. - , 



Problem Definition

- .'The general single input - single output (SISO) problem involves a

plant transfer function, P, with uncertain parameters (gain, poles, and

zeros) known only to be members of finite sets. The design specifica-

tions dictate the desired response of the plant to inputs and/or distur-

bances. The problem is to obtain a controller forcing the plant output

to satisfy performance tolerances over the range of plant uncertainty.

The basic SISO control loop structure is shown in Fig II-1.

d(t)

r(t) y(t)

Fig II-I Two Degree-of-Freedom Control Loop

In this figure, r(t) is the command input to the system and d(t) is

a disturbance input to be attenuated. P is the plant transfer function,

the characteristics of which are not precisely known. The compensator,

G, and the prefilter, F, are to be designed to force the system output,

y(t), to be an element of a set of acceptable responses, despite the

uncertainty in P and the disturbance input, d(t). The plant input

signal, x(t), is identified since it is generally of interest because of

physical or practical constraints. The signals, r(t) and y(t) are

assumed measurable quantities and the latter is available for feedback.

Access to both signals allows the use of the two degree-of-freedom

structure of Fig II-I and provides the designer with two independent

.Z

N 11-2
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compensator elements, F and G (Ref 9:13). It is also assumed that r(t),

y(t), and (for now) P, such that y(t) - Px(t), are all Laplace trans-

formable functions (Ref 9:8).

There are four transfer functions of interest in Fig II-1, where

the loop transmission, L, is defined as; L - G P. The system output due

to the command and disturbance inputs, respectively, are;

- Y(s)/R(s) - FG P - FL

(1 + G P) L (It-1)

TD  - Y(s)/D(s) - 1 - 1
(1 + G P) (1 + L) (11-2)

and the plant input due to the command and disturbance inputs, respec-

tively, are:

- X(.)/R(s) - F G F G
.(1 + L) (11-3)

ID - X(s)/D(s) - -G - -G
(1(1 P Tr+L) (11-4)

The design specifications may impose constraints on any or all of these

transfer functions, but for the purpose of this example, only the first

two are considered.

Design Specifications

The design specifications, or closed-loop system response toler-

ances, describe the upper and lower limits for acceptable output

4" response to a desired input or disturbance. Any output response between

the two bounds is assumed acceptable. The response specifications must

11-3
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be determined prior to applying the design method. Typically, response

specifications are given in the time domain, such as the figures of

merit M , ts, t , and K based upon A step forcing function, (Ref 3:346)
" 8 p m

or as a bounded region as shown in Fig 11-2. Response to a step input

is a good initial test of system response. Bounds (TL) and (T ) of the

figure are the acceptable lower and upper limits of a system's tracking

performance to a step input. Desired system response to a step disturb-

ance generally requires maintaining the output below a given value, thus

only an upper bound is necessary as shown by curve (TD) in Fig 11-2.

Additional similar bounds are needed if other inputs are to be con-

sidered.

'lWLW
.9 y Ct)

bT&

* I

Fig 11-2 Time Domain Step Response Specifications

The design technique is a frequency domain approach, therefore the

. time domain specifications must be translated to bounds in the frequency

11-4
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domain. Desired control ratios, T - [Y/R] and TMD [Y/DMD, are

- modeled to satisfy the performance specifications using the pole-zero

placement method as described in Section 12-2 of Ref 3. For response to

a step input, a third order model with one zero is suggested.

TA (s + z )
• T. - ' Z(

M (s2 + 2C° ns+ W+ P3 )  (11-5)

The pole-zero pattern of Equation 11-5 is shown in Fig 11-3. The loca-

tions of the roots are adjusted until the step response of the modeled

control ratio matches the bound.

. .f

Fig 11-3 Third-Order Control Ratio Pole-Zero Pattern

The frequency domain characteristics are considered during the

response modeling. It is desireable to keep the magnitude difference

(as a function of frequency) between the upper and lower bound models of

II1-5
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IT ED(jQ)I as large as possible at all frequencies. Choosing a lower

bound model with a greater pole to zero ratio than the upper one ensures

that the magnitude difference approaches infinity in the limit as w

approaches infinity.

Errors made during this modeling process manifest themselves in one

of two ways. First, if the worst acceptable response model is not

really acceptable, the system may not meet the specifications over the

assumed range of uncertainty in P. And second, if the entire range of

allowable outputs is not considered, the bandwidth of the compensation

will be higher than necessary, increasing the cost of the compensator

*(Ref 9:5).

Once control ratios are obtained for each time response bound, a

.* magnitude plot of the frequency response (Bode plot) for each T4(jw) is

made on the same graph as shown in Fig H1-4. These plots are the

frequency domain representation of the design specifications on TR and

TD * These derived frequency domain specifications are used to obtain

the bounds on the loop transmission, L(jw), as described later.

LeTL

-S.

Fig 11-4 Frequency Domain SpecifPat. ns
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Nichols Chart

The primary tool used in the design of the compensator elements, G

and F is the Nichols chart, shown in Fig 11-5. If the open loop trans-

mission of a unity feedback system (L - GP, assuming F - 1 for now, in

Fig II-I) is plotted using the horizontal and vertical scales on the

chart, then at any given frequency, the magnitude and phase angle of TR

- L/(l+L) can be read directly from the curved scales. Conversely, any

point corresponding to the magnitude and angle of TR on the curved

scales provides a point corresponding to the magnitude and angle of L on

the horizontal and vertical scales (Ref 3:332-334). This correspondence

between L and TR on the Nichols chart is very important.

Likewise, the Nichols chart can be used for the disturbance

response. Recall that TD - 1/(1 + L). By way of Sidi's transformation,

L - I/m (Ref 1:152-155) the system control ratio due to the disturbance

becomes TD = m/(1 +m), which is of the same form as TR - L/(l + L).

One could design the inverse of the loop transmission, m, directly on

the Nichols chart, but it is much easier to realize that by turning the

Nichols chart upside down, reflecting the vertical angle of L lines

about the -180 degree line (i.e. -190 becomes -170, -210 becomes -150,

etc.), and reversing the signs on all magnitude lines, the chart can be

used directly to design L itself. The horizontal and vertical lines

still correspond to the magnitude and angle of L, and the curved magni-

tude lines correspond to the magnitude of (1 + L) (Ref 1:155). For

design purposes, only the magnitude of (1 + L) is required. Therefore

the curved angle lines on the chart can be ignored. In practice Sidi's

transformation is merely implied by turning the Nichols chart upside

down and modifying the scales as described above. The dummy variable,

11-7



m, need not be considered further.

Plant Templates

A plant template is a plot on the Nichols chart of the range of

uncertainty in the plant P at a given frequency (Ref 7:290). Consider

the example P(s) - K/s(s+a) where the gain K is described by: 2 < K < 8,

and the location of the second pole is given by: 0.5 < a < 2.0. An

infinite number of possible P's exist due to the variation in parame-

ters, K and a; however each parameter is a member of a set with finite

boundaries. Likewise, the magnitude and phase angle of all possible P's

lie within finite boundaries when plotted at a given frequency. The

plant template is obtained by plotting Lm[P(jw)] vs. Ang[(Jw)] for all

possible P(J)'s at a given frequency on the Nichols chart. Note, only

the outer edges of the template need be calculated. The plant transfer

- functions at the boundaries are found by holding one parameter constant

at a boundary value, i.e. set K - 2, and vary a in increments from 0.5

to 2.0. The frequency response at w - 1 for the P's obtained above

provide a set of points from A, (K-2, a-0.5), to D, (K-2, a-2), on the

Nichols chart as shown in Fig 11-5. The process is continued until the

complete template is formed. For example, for a - 0.5, vary K from 2 to

8 to obtain the line from A, (a-0.5, K-2), to B, (a-0.5, K-8). Tem-

plates are needed for a number of frequencies taken at regular inter-

vals, such as every octave. A set of templates is shown in the figure

to demonstrate the change in size and location of the range of uncer-

tainty in P for different frequencies.

11-8
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Nominal Plant

To facilitate the shaping of the loop transmission, the designer

needs a reference or nominal plant transfer function. This nominal

plant, P0, chosen by the designer is nothing more than a reference plant

to be used in the definition and shaping of the nominal loop transmis-

sion, L - GP 0 There are no rules or constraints on the selection of

P . It doesn't even have to be from the set of possible P's, but it is
0

usually convenient to choose P0 such that it lies at a recognizable

point on the templates. It is convenient, as is the case with the

example, to select P such that it lies at the lower, left corner of the

templates which helps keep the bounds on L0, to be described next, as

near the center of the Nichols chart as possible. Once selected, the Po

point should be marked on each template, as in Fig 11-5. For the

example, the plant described by P0 W 2/(s + 0.5) is chosen as the

nominal plant.

Derivation of Bounds on L

The system step response y(t) is uniquely determined by the trans-

fer function T(s). Likewise, T(s), for a stable, minimum phase system

(no right-half-plane poles or zeros), is completely specified by the

magnitude of the frequency response JT(jW)j as described in References 7

and 9. From the design specifications, the frequency response of the

output IY(jw)l can vary from the value of the bound (Tu) to the value on

the bound (TL) at a given frequency (see Fig 11-4). For the given

example, at the frequency, W- 1, assume that IY(Jl)I can vary from 0.7

db to -0.8 db. The relative variation in IY(Jl)l is (0.7) db - (-0.8)

db or 1.5 db. In general, the allowable relative change in Y (jw) at a

Ii



given frequency is expressed as:

ALm (I(iw )I Lm [T (Ji)J I LM [.j4(iQ'j)J1 (11-6)

where T (jW) and TL(ja) are the frequency domain bounds on Y(jw).

The relative change in the output is related to the control ratio

as follows. From Fig II-1 and Equation II-1, aLmY - ALmT - ALm[FL/(14L)]

where L - GP and it is assumed that no uncertainty exists in G and F.

Then,

ALm [Y(jwi)] - ALm [T(iwi)I = aim ,
4. [1 + L(Jwoi)] (11-7)

Likewise, the relative change in L(Jo). is equal to the relative change

in the plant.

&a EL(ii)]- ALM IP(j w1 ) (11-8)

The variation in P arises due to parameter uncertainty, thus the problem

is to find an L such that the relative change requirements on the

closed-loop response are satisfied for the entire uncertainty range of

P. The design specifications state the requirements on the closed-loop

response Y(jca) and thus T(JOW) as given by Equation 11-7. Constraints on

the loop transmission L(jai) are desired (Ref 7:291, 9:18).

L(Jo) Bounds on the Nichols Chart

The relative uncertainty in L is shown to be equal to the range of

uncertainty in P by Equation 11-8. As described earlier, the plant

template is a plot on the Nichols chart of the range of uncertainty in P

at a given frequency. Because Lm (L) " Lm (P) + Lm (G) and also
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Ang(L) - Ang(P) + Ang(G), a template may be translated (but not rotated)

horizontally or vertically on the Nichols chart, where horizontal and

vertical translations correspond to the angle and magnitude requirements

on G(Jc) respectively at a given frequency (Ref 7:290). Drawing a line

on each of the templates parallel to the horizontal or vertical grid

lines (see Fig 11-5) of the Nichols chart is suggested to maintain

correct template orientation.

With the template corresponding to o) 1 of Fig 11-5, translate it

to position 1 shown in Fig 11-6. Since the template is the range of

uncertainty in P and L - GP, where G is to be precisely determined, it

;. follows that the area now covered by the template corresponds to the

variation in L and in T due to the uncertainty of P. Recall the corre-

spondence between L and T on the Nichols chart. Using the curved magni-

tude contours, i.e. contours of constant Lm T(jQ)], read the maximum and

minimum values of T covered by the template. If the difference between

the maximum and minimum values is greater than the allowable variation

in T at the frequency w 1, ( ALm [T(jl)] as given by Eq II-7 and

determined from Fig 11-4), shift the template vertically, as shown in

Fig 11-6, until the difference is equal to ALm [T(jl)] (to position

2). Conversely, if the difference is less than that allowed, move the

*template vertically downward until the equality is obtained. When the

position of the template achieves the equality (position 2 of the

example), mark the nominal point P of the template on the Nichols

* chart. The point marked corresponds to a bound on the magnitude and

phase angle values of L (Jl) read from the horizontal and vertical

scales of the Nichols chart, where the nominal loop t-ansmission,

L ,(Jw1) is given by:

11-12
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Fig 11-6 L (Jcu ) Bounds on the Nichols Chart
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L ( G(jw )P(
-o £ p (11-9)

Repeat the process horizontally across the chart at different values of
Ang(Lo). The points marked on the chart form a curve, !(Jcu) , repre-

senting the boundary of L o!(Ji) at the given frequency of the template.

As long as L 0(Jc&I) lies outside or above the boundary, -%(Ji), corre-

sponding to was wi at the frequency w- w, the variation in T due to

the uncertainty in P is less than or equal to the relative change in T

allowed by the design specifications at that frequency. Repeat this

boundary, -%(Jwi), derivation for various frequencies, W, using the

corresponding plant templates to obtain a series of bounds on L (JWi)
-0 i

(Ref 7:291-292).

Likewise, the step disturbance response specification (line TD on

Fig 11-4), is converted to bounds on L (JW). In order to effectively

reject the disturbance the following inequality must be satisfied;

1

I I + L(Jw) Ic(Jw)I (i-10)

where IC(JW)I is the magnitude of the boundary, (TD), on Fig 11-4. Con-

verting the magnitudes to decibels and rearanging terms, the inequality

can be expressed as:

Lm [1 + L(jw)] > -Lu [C(Jw)] (II-i.)

Now a template is placed on the inverted Nichols chart such that its

lowest point rests directly on the contour of constant Lm [1 + L(jW)]

equal to -Lm [C(Jw)] at the frequency, Wi, for which the template is

drawn. The point, Pof is marked and the template slid along 'he same

-. - -..: contour forming a bound, B (jw ) for Lo. Bounds are formed for each
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frequency, in this manner using each template. Using the rectangular

(Lm L) grid, transcribe the bounds, Bv(jw'), on L° onto the upright

Nichols chart which already contains the command response bounds,

•"(Jw), on L as shown in Fig 11-7. For each frequency of interest,

00erase the lower of the two L°0 bounds, where the remaining bound is

labeled, B o(jw). The point here is that the worse bound must be used in

the shaping of L0

Universal Frequency Bound

The universal frequency (UF) bound ensures the loop transmission,

L, has positive phase and gain margins, whose values depend on the oval

of constant magnitude chosen (see Fig 11-7). As the frequency, W,

increases, the plant templates become narrower and can be considered

vertical lines as w approaches infinity. The allowable variation in T

increases with frequency also. The result is the bounds of L (j i) tend

to become a very narrow region around the 0 db, -180 degree point

(origin) of the Nichols chart at high frequency. To avoid placing

closed-loop poles near the jw axis resulting in oscillatory disturbance

*""1 response, a UF bound is needed on the Nichols chart. With increasing w,

the bounds on L0 approximately follow the ovals encircling the origin.

Choose one of the ovals near the origin. In Fig 11-7, the contour of

constant magnitude equal to 5 db is used in this example. From the

templates corresponding to high frequency, find the template with the

greatest vertical displacement, av, in db. av may be accurately deter-

mined by finding the maximum change in Lm[P(jw)] in the limit as W goes

to infinity. Translate the lower half of the 5 db oval down the length

of the template, i.e. Av db, as shown, thus obtaining the UF bound (see

11-15
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Fig 1-7) (Note: Professor Horowitz refers to this bound as the Univer-

'- ° o 1 o *

:" -""'-"-sal High Frequency (UHiF) Bound) (Ref 9:20-22).

Shaping of the Nominal Loop Transmission

The shaping of a nominal loop transmission conforming to the bound-

aries of L is a most crucial step in the design process. A minimum

bandwidth design has the value of L on its corresponding bound at each

frequency. In practical designs, the goal is to have the value of L

occurring above the corresponding bound, but as close as possible to

keep the bandwidth to a minimum. Fig 11-7 shows a practical design for

L Note, any right-half-plane (rhp) poles and/or zeros of P must be
0 0

included in L to avoid any attempt to cancel them with zeros and/or

poles of G. Although not required, using the poles and zeros of P as a

starting point in the design of Lo is suggested, to avoid any implicit

cancellation of roots in determining G. For a discussion of loop trans-

mission shaping, with examples, see Appendix A.

Solving for G

The compensator, G, is obtained from the relation: G = L /Po• If
0 0

the L found above does not contain the roots of P0  then the compen-

sator G must cancel them. Note, cancellation occurs only for purposes

of design using the nominal plant transfer function. In actual imple-

mentation, exact cancellation does not result (nor is it necessary)

since P can vary over the entire uncertainty range.

Provided the nominal loop transmission, LO, is shaped properly,

i.e. meets the requirement of being on or above the bound, Bo(jWi ) , at

Ti:I-17
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each corresponding frequency, the variation in T resulting from the

uncertainty in P is guaranteed to be less than or equal to the allowable

relative change in T allowed by the design specifications (Ref 7:291).

The design of the prefilter, F, is the final step in the design process.

Design of F

Design of a proper L only guarantees the variation in IT(jw)l is

;less than or equal to that allowed. The purpose of the prefilter is to

position Lm[(jw)] within the frequency domain specifications. For the

example given above, the magnitude of the frequency response must lie

within the bounds shown in Fig 11-4 which are redrawn in Fig 11-8. One

method for determining the bounds on the prefilter, F, is as follows.

Place the nominal point of the i- 1 template on the Nichols chart where

the L o(Jl) point occurs. Record the maximum and minimum values of

Lm(T), 1.2 and 1.0 in the example, obtained from the curved magnitude

contours. Compare the values found above to the maximum and minimum

values allowed by the frequency domain specifications of Fig 11-4 at i =

1, (0.7 db and -0.8 db). Determine the range, in db, Lm(T) must be

raised or lowered to fit within the bounds of the specifications. For

example, at w - 1, the actual Lm(T) must be within [Lm(Tu) = 0.7 db] >

Lm[:T(Jl)j > [Lm(TL) - -0.8 db]. But, from the plot of Lo, the actual

range of Lm(T) is: 1.2 db > Lm[(jl)] > 1.0 db. To lower Lmf[(jl)] from

the actual range to the desired range, the prefilter, Lm(F) required is:

(0.7 - 1.2 db) > Lm[F(jl)] > (-0.8 - 1.0 db), or -0.5 db > Lm[F(jl)] > -

1.8 db (See Fig 11-8). The process is repeated for each frequency corre-

sponding to the templates used in the design of L . Therefore in Fig0

. -. 11-9 the difference between the TU and T curves and the difference.U max
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between the T and T curves indicate the requirements for F as a
L min

function of frequency.

LatT

, To

6 Fig 11-8 Requirements on F

' Bounds on F, [Lm(TU) - Lm(Tmax)] > Lm(F) > [Lm(TL) - Lm(T mi), are

plotted as a function of frequency as shown in Fig 11-9. By use of the

straight line approximation, determine a transfer function, F, such that

its magnitude lies within these bounds. The transfer function obtained

in this manner is the prefilter, F (Ref 7:301).

The single loop design is complete with the design of F. The

system response is guaranteed to remain within the bounds of the design

specifications, provided the uncertainty in P stays within the range

assumed at the beginning of the design process (Ref 7:288).
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Fig. 11-9 Frequency Bounds on the Prefilter, F

Summary

This chapter presents an overview of the SISO design technique of

Profesor Horowitz for single loop systems with uncertain plants. The

technique is entirely based in the frequency domain, and makes consider-

able use of the Nichols and Bode plots. Much of the designing can be

done by graphical methods.

Design specifications are translated into the frequency domain and

constitute limits or boundaries on the frequency response of the system

control ratio and the loop transmission. Two compensator elements, G

and F, are synthesized to control the system response to inputs and

disturbances.
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III. Multiple Input- Multiple Output Theory

Introduction

The design approach for each loop of the MIMO system is identical

to that for the SISO system described in Chapter II. But first the MIMO

system must be seperated into SISO loops which are equivalent to the

actual MIMO model.

In general, an n-by-n MIMO system can be represented in matrix

notation as = Pu, where z is the vector of plant outputs, u is the

vector of plant inputs, and P is the plant matrix of transfer functions

relating u to Z. This P matrix is formed from either the linear differ-

ential equations describing the system or directly from the system state

space representation.

Professor Horowitz has shown, by the use of fixed point theory,

that the inverse of the P matrix, referred to as j, contains elements

which are the inverses of n2 single loop transfer functions equivalent

to the original MIMO plant. The MIMO problem is then broken up into n

loop designs and n prefilter/disturbance problems, which are each

handled as described in Chapter II (Ref 10:677).

The MIMO Plant

Consider the multiple input - multiple output plant of Fig III-1.

The n x 1 input vector, u, produces an n x 1 output vector, . The

relationship between y and u is described by the n x n plant matrix, P,

which is known only to be an element of a set of possible P's. It is

assumed that the range of uncertainty in P can be determined, probably

* in the form of empirical data relating a to y.

11-
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u 1  yIu2 2

n Yn

Fig III-1 MIMO Plant

Note that the input and output vectors are assumed to be of the same

dimension. Although this may appear to be a restrictive assumption, it

can be shown that with n inputs, at most n outputs can be independently

controlled (Ref 6:530-536). Thus if the existing model defines an

unequal number of inputs and outputs, the first step is to modify the

model such that the dimensions of the input and out put vectors are

equal. An example of such a modification is presented in Chapter V.

The plant matrix, P, can be derived directly from the set of

coupled, linear, time-invariant differential equations describing the

behavior of the plant in response to its inputs. Consider a general

plant model of the form:

(as 2+ (bs + cs)y 2 - (f)uI + (g)u2

(ds)y I + (e)y2  - (h)uI + (i)u2  (III-1)

where a through i are the constant coefficients, the y's are the out-

puts, and the u's are the inputs to the plant. The system of Equation

4q III-i can be represented in matrix notation as;

111-2
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r. 2

[ds e + I - (111-2)

Define the matrix multiplying the output vector as M and the matrix

multiplying the input vector as N. The system is now described by;

My Nu (111-3)

The plant matrix needed is defined by;

y Pu (111-4)

Thus the plant matrix, P is simply;

-1NP - M-IN (111-5)

The standard state space representation for a system is

described by the equations (Ref 3:93);

x Ax + Bu

y - Cx (1II-6)

The block diagram for this system is shown in Fig 111-2.

4+

' Fig 111-2 Standard State Space Diagram
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Although, any number of states may be represented, it is again

assumed that the input and output vectors, u and y respectively, are of

the same dimension. Assuming the system is linearized and the A, B, and

• ,C matrices are time invariant, the plant matrix is;

P - C[sI - Al- B (111-7)

This plant matrix is actually a representative member of a set of

possible plant matrices due to the uncertainty in the plant parameters.

In practice, a finite set of P matrices are formed representing the

plant under varying conditions.

MIMO Compensation

The compensation scheme for the MIMO system is similar to that of

the SISO system of Chapter II. The basic MIMO control structure is

" shown in Fig 11-3 where P is the uncertain plant matrix, G is a diagonal

compensator matrix, and F is a prefilter matrix. Designs involving a

non-diagonal G matrix are not considered in this thesis (Ref 12:14).

:- u(t)

r(t) F G P Y(t)

Fig 111-3 MIMO Control Structure

111-4
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The functions of G and F are identical to those of G and F of the SISO

system of Chapter II. Fig 111-4 shows a more detailed breakdown of a

two-by-two MIMO system where:

0 g2] -- L21 f 22 j  - P21 P22

-1 1

r 1 / Y
21 P12

?;1f2 P21

r2  & Y2
!f22 92 P22

,-

Fig 111-4 Two-by-Two MIMO System

Constraints on the Plant Matrix

The set of P matrices must be tested to ensure that two critical

conditions are met (Ref 8:86-90):

1. P must notbe singular for any possible combination of
plant parameters. i.e. P must exist.

2. As s-.c, 1PlP 221 > 1pl2P2 lI for all possible plants.
This is the requirement for a Ewo-by two plant. For explanation of the
constraint inequality for the three-by-three or higher cases see Ref 8.

The first condition is absolutely necessary to ensure control-

ability of the plant. The inverse of P produces the effective transfer

-. . . . .-.. -.- *

**, *1 III-5
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functions used in the design. If condition 2 is not satisfied, it may be

possible to change the ordering of the input or output vector which

changes the ordering of the P matrix elements.

Effective SISO Loops
Now define a matrix - which has elements, qij The n2

effective transfer functions needed are; qij - 1/q ij" Ref 8 contains

the derivation and proof of this equivalence. The n x n MIMO system is

now treated as n2 SISO problems. Fig 111-5 shows the four effective

SISO loops resulting from the two-by-two MIMO system (Ref 10:682).

11y12

r 1 r2  1

4.-

11141

:::dl d2

,. 21 d22

f 21 g2 q 22 2  92 q 22r 1 -2 2
iFig 111-5 Effective SISO Loops
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Each loop in Fig 111-5 is handled as an individual SISO design

problem in accordance with the procedures presented in Chapter II. The

f's and g's are the compensator elements F and G described previously.

The disturbances, dij represent the interaction between the loops.

b
-d = Z.L , k aii ik (111-8)

2b'

The bkj in the above equation is the upper response bound, (TU or

T in Fig 11-4), for the respective input/output relationship. TheseD
are obtained from the design specifications (Ref 10:681-684). Note that

the first digit of the subscript of bkj refers to the output and the

second digit to the input. Thus bkj is a function of the response

requirements on the output, Yk' due to the input, r .

A recent improvement in the design technique involves modification

of the q's on the second and subsequent loops based on the g's already

designed. This reduces the overdesign inherent in the early part of the

design process. During the design of the final loop the exact equation,

representing the loop and the interactions of the other loops, is used

(Ref 11:977). The use of this improvement is demonstrated in the actual

design, Chapter V.

Basically Non-interacting (BNIC) Loops

When the response of an output, yk' due to an input, r1, is

ideally zero, the y j loop is called a basically non-interacting (BNIC)

loop (Ref 10:679). Due to loop interaction and plant uncertainty, this

ideal response is not achievable. Therefore, the performance specifica-

S-tions describe maximum responses and the loop is handled exclusively as

111-7
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a disturbance rejection problem.

Summary

This chapter describes the multiple input - multiple output plant

and the plant matrix which describes it. Guidelines are presented for

-' finding the P matrix, which relates the input vector to the output

vector.

The division of the MIMO system into separate SISO loops is

presented via inverse of the P matrix. After the equivalent SISO loops

are determined, each is designed in accordance with the SISO design

theory, presented in Chapter II.
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IV. Aircraft

Introduction

This thesis concerns a lateral controller for the C-135 aircraft.

A linear three degree-of-freedom lateral model is generated for each of

three flight conditions. The linear, time invariant (LTI) differential

equations represent the motion of the aircraft operating near equilib-

rium at each flight condition. The three flight conditions chosen are

representative of most of the aircraft flight envelope, i.e., they

represent) as closely as possible, the domain of plant parameter uncer-

tainty. The changes in the aircraft flying characteristics from one

flight condition to the next constitute the parameter uncertainties

considered in this problem. The goal, then, is to design a controller

capable of producing desirable flight characteristics throughout the

£= entire flight range of the aircraft without the use of gain scheduling.

The three flight conditions chosen are a high speed, high altitude

* cruise of MACH 0.75 at 42,000 feet, a moderate speed, medium altitude

cruise of MACH 0.65 at 25,000 feet, and a low speed, low altitude

approach configuration of 275 ft/sec at sea level (Ref 5:13).

Lateral Equations of Motion

Below are the three lateral equations of motion used in this

thesis. For a complete development of these equations and the appli-

cable assumptions see Ref 5. These equations are linearized about a

straight, level, and unaccelerating, equilibrium flight condition. per-

turbations from equilibrium are assumed to be small.

IV-I
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Forces in Y direction

+ +U r -g~1sin -gcos a iY r + Y v + Y. v + Y po r v v p
*+ Y 6a a + Y;r6r (IV-i)

Rolling Moments

-[IZ/I ] L rr +L v +L ' + L pp + L6 a a + L6 r (IV-2)

Yawing Moments

~-[x/IzziN r + N v + N- 4 + Np + NSa&a + N&rST (IV-3)

Since perturbations are assumed small, the following simplifying

assumptions are made. First, the roll rate, ~,is assumed to be equal

to the angular velocity about the X-axis, p. Second, the yaw rate, &

is assumed equal to the angular velocity about the Z-axis, r. The

actual relationship between the sideslip angle, 0,and the sideslip

velocity, v, is;

tan 0-v/U0  (IV-4)

The small angle approximation, tan 0-sin 0- is assumed valid since

is small.

These assumptions are summarized below:

* p (IV-5)

r (IV-6)

O-v/U 0(IV- 7)

Substituting the results of these assumptions into the differential

equations and taking the Laplace transforms of the resulting equations

gives:

IV- 2
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-Forces in Y direction

[(1 - Y )s - Y ]f - ((Y 5+ g cos ao/Uo]0

+ [(1 - Yr/Uo )s - (g sin e0 0olUo

I (Yga/Uo)6a + (Yr/Uo)Br (IV-8)

Rolling Moments

-(L s + L0 )0 + (s2 - L s)0
p

2
- [(IxzlIxx)s + LS] - L6a6a + LSr r (IV-9)

Yawing Moments

-(N s +N0 )0 - [(Ixz/Iz )s2 + NpS]O

2
r+ (s N rS)N Nsaia + NSrSr (IV-lO)

Flight Conditions

The three flight conditions chosen and all the related data are

obtained from Ref 5. Table IV-I summarizes the flight conditions.

Table :V-1

C-135 Flight Conditions

Flight Condition Altitude Mach No. Gross Wt. Velocity
, .(ft) M (ibs) Uo(ft/sec)

Cruise 1 42,000 .75 190,000 726

Cruise 2 25,000 .65 250,000 660

Power Approach Sea Level - 165,000 275
'I-,

All angles and angular rates considered in this thesis and imbedded

in the data are measured in degrees (Ref 5:13).

Table IV-2, on following page, contains the C-135 stability deriva-

*a tives for the three flight conditions considered.

IV-3
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Table IV-2

C-135 Stability Derivatives

Parameter Cruise 1 Cruise 2 Power Apoach

Y-5.74x10 2  -9.46x102  -1.279x101

Y. 0 0 0
v

*-Y -1.337 -1.583 -2.294
p

*Y 2.621 3.204 4.277r

Y a0 0 0

Y6 r 16.68 18.73 10.55

L -2.384 -3.109 -1.631

L'0 0 0
-. 9x -1 -1 -1

L -. 69x10 -6.381x10 -9.074xl0
p

-1 -1-1
L2.341x10' 3.2481101 5.943xl0

L a7.227xl101 7.114xl101 1.433

L&r 2.235xl101  3.162x10'1 1.223xl10l

No509l- 7.745x10- 2.345x10-

0h 1.10x10 2  01.62xl102

N-5.87x10 2  -9.21x102  -1.293x101
p

N-2 -.-
N -9.27xl0 -1.506xl0 -1.503xl0

N $ 3.63xl102 6.00x10-2  4.03xl102

N1 -4.965x101  -8.278x101 -3.305x101

I3.602x10 6  4.013xl0 2.813x106
IX

I zz8.648110 6 8.737x10 6  7.687xl106

I -7.235x10O -2.483x105  -2.561x105
Iz

00 0 0 -3.0
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The reference axis system used in this model is a conventional

stability axis system with the X-axis pointing forward, the Y-axis

pointing to the right, and the Z-axis pointing down.

As is mentioned in the previous chapter, this model has three

outputs, 0, 9, and , and only two inputs, 6a and Sr. In order to

produce a square plant matrix, one of the outputs must be eliminated.

Since the sideslip angle, 0, and the yaw angle, ', are closely related

(in fact equal with opposite signs in the steady state), the yaw angle

output is mathematically eliminated from the model. This is actually

done individually for each flight condition in the next chapter.

Summary

This chapter presents the differential equations and data that make

up the C-135 aircraft model used in this thesis. A number of simplifi-

cations based on the small perturbation assumption are incorporated into

the model.

The flight conditions chosen represent a large portion of the C-135

flight envelope from a low altitude approach to a high altitude cruise.

°.i ~IV-5
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V. Design

Introduction

This chapter follows the design of the C-135 lateral flight con-

troller from start to finish. It begins with the manipulation of the

three degree-of-freedom model to obtain the two-by-two P and Q matrices

used in the remainder of the design process. Next, the desired system

output is modeled to obtain a frequency domain representation of the

design specifications. This is followed by the determination of the

bounds for the first loop. This leads to the shaping of the first loop

transmission from which the first element of the compensator matrix, G

is obtained. Since there is no sideslip command to follow, there are

only two loops to consider and only two elements of G to be determined.

The recent improvement in the MIMO design technique, mentioned in

Chapter III, is used during the design of the second loop. This

involves using the exact equation for the system during the design of

the last loop, based on all the previously designed elements of G.

Finally, this chapter presents comments about the completed design

and possible ways to improve it. In order to reduce the large bandwidth

of this design, a second design is presented without derivation. Simu-

lation results for both designs are included in Chapter VI.

The Plant Matrices

The first step in finding the P matrix is the elimination of the

yaw angle output in the model for each flight condition. Using the

values of the parameters for Cruise 1 in the equations for the model

yields:

V-i
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(s + 0.0574)1 + (0.00184s - 0.0443)0 + (0.996s)o

(0)8a + (0.023)6r (V-I)

(2.384)0 + (s2 + 0.4695s)o + (0.201s2 - 0.2341s) o

- (0.7227)8a + (0.2235)6 r (V-2)

-(0.Olls + 0.5089)$ + (0.0837s2 + 0.0587s)o

+ (s 2 + 0.0927s)o - (0.0363)8a - (0.4965)8 r (V-3)

Solving for 0 in the first equation gives:

* [O.023/s]6 r - [(1.004s + 0.058)/slO

- (O.002s - 0.044)/s], (V-4)

Substituting this into the other two equations results in:

(-0.2016s2 + 0.2234s + 2.398)0

* 2
+ (0.9996s + 0.4789s - 0.0104)0

(0.7227)6a + (-0.0046s + 0.2289)8r (V-5)

(-1.004s2 - 0.1616s - 0.5142)$

+ (0.0818s2 + 0.103s + 0.0041)

- (0.0363)6 a + (-0.0231s - 0.4986)6 r (V-6)

These two equations no longer explicitly represent the a. :-raft

rolling and yawing moments because elements of the sideforces are now

included in each. But the validity of the mathematical representation

of the aircraft in flight is retained.

To obtain the matrix representation of the system, define an input

vector, 6, and an output vector, y.

'V-2
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[" al [0]
:-- -(V-7) "(V-8)

. "Thus the matrix model for the aircraft at this flight condition is:

62 21996s + 0.4789s - 0.0104 -0.2016s + 0.2234s + 2.398

[0.0818s2 + 0.103s + 0.0041 -1.004s2 - 0.1616s - 0.5142

F".7727 -0.0046s + 0.2289-
I Ib (V-9)

L0.0363 -0.023s - 0.4986 j

For clarity, temporarily name the two-by-two matrices above M and N

respectively. The goal of this exercise is to find the plant matrix

which relates the input vector to the output vector by y- Pb and the Q'

matrix which is P

Since MY N6, then y- N_ yielding, P - 1N and Q' - P-1

°-N M

In general, actual computation of P is recommended for use in

ensuring the constraints on it are met. But, in the two-by-two case,

" " the constraints can be checked easily using Q. It should be obvious

that if N is singular, then P is singular and Q doesn't exist. Like-

wise the converse is true if M is singular. The first constraint on P

is that its inverse must exist. Since neither M nor N is singular, both

P and 27 exist and the first constraint is met.

Using a computer program, 9: is computed directly from M and N as

described above. The result is:

V-3
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(s + 22.77)(s + 0.5238)(s - 0.0157) (s + 1.631)(s - 2.038)
0.7278 (s + 22.3459) -0.051 (s + 22.3459)

(s + 2.438)(s + 0.0603) (s + 0.087 ± JO.7945)
-0.7224 (s + 22.3459) 0.023 (s + 22.3459)

(V-10)

Notice that in the elements of Q i, qj-, the constant gain terms

are displayed in the denominators and that the root(s) of the denomina-

tors are identical. As seen in Chapter III, the effective SISO transfer

functions used in the loop designs are the inverses of the elements of

. So, qiJ represents the inverse of the element in the ith row and

jth column of the " matrix (qij = I/[qij']). For this flight condi-

tion;

q 0.7278 (s + 22.3459)
(s + 22.77)(s + 0.5238)(s - 0.0157) (V-il)

q1 2 - -0.0509 (s + 22.3459)
(s + 1.631)(s - 2.038) (V-12)

q -0.7224 (s + 22.3459)
(s + 2.438)(s + 0.0603) (V-13)

q22 " 0.023 (s + 22.3459)
(s + 0.087 ± jO.7945) (V-14)

The second constraint on P is that as (a becomes large;

.' PlIP221 >  P12P211 (V-15)

It's easy to show that if the elements, qi' of Q' (not qij) meet this

constraint, so do the elements of P • In this case as w becomes large

the elements of T. in the above constraint equation become;
S3 2

s > s (V-16)

which is, of course, true.

The Ts and the resulting qij terms for the other two flight condi-

v-4
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tions are found in exactly the same manner. The results are:

" ' Cruise 2

q 0.7088 (s + 30.297)
" (s + 29.46)(s + 0.7228)(s - 0.032) (V-17)

q-12 = -0.055 (s + 30.297)
(s + 2.178)(s - 2.93) (V-18)

- 0.486 (s + 30.297)
(s + 0.095)(s - 1.58) (V-19)

- 0.028 (s + 30.297)
(s + 0.137 ± Ji.017) (V-20)

Power Approach

ql 1.434 (s + 4.12)(s + 0.006)
s(s + 3.79)(s + 1.26)(s - 0.04) (V-21)

q -0.403 (s + 4.12)
(s + 0.932)(s - 1.78) (V-22)

q21" 11.95 (s + 4.12)(s + 0.006)
s(s + 0.093)(s - 67.97) (V-23)

q 0.038 (s + 4.12)
(s + 0.153 ± JO.5226) (V-24)

These two sets of q's meet the two constraints just as the first

set did. For the remainder of the design these q's are used as the

effective transfer functions for single loop designs. Before proceeding,

notice the following about the q's for each flight condition.

The most obvious thing to note about the q's is that some of them

are unstable, or have poles in the right half plane (rhp). This is not

a problem. But if any of the q's have zeros in the rhp, then there is a

problem. The solution for systems with rhp zeros in the q's is not

addressed in this thesis.

V-5
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Response Modeling

In general, the design specifications describe for the designer the

range of acceptable responses. To determine these specifications and/or

to relate them to the range of acceptable responses requires some engi-

neering insight and experience. It is crucial to know the range of time

responses acceptable for the system if Horowitz' quantitative method is

to be used.

For this thesis, the design specifications are left entirely up to

the author. The decision is made to command a bank angle of thirty

degrees and try to keep the sideslip angle as small as possible through-

out the maneuver.

For the bank angle output, a first-order step response model with a

settling time of about four seconds is considered optimum and a first-

order step response model with a settling time of about ten seconds is

considered the worst acceptable response. For the sideslip angle out-

put, a maximum value of 2.0 degrees which settles to zero in about ten

seconds is considered the worst acceptable response.

Using the computer-aided-design program, TOTAL, and following the

procedure described in Chapter II, transfer functions are found whose

time domain responses conform to the response descriptions above. The

only consideration given to the actual plant (aircraft) model during

this process is an attempt to model reasonable responses.

Appendix B contains the TOTAL output produced during the modeling

of the responses. Included are printer plots of the time and frequency

responses for each transfer function.

Fig V-I is the plot of Lm vs. w for the bank angle response models.

Note that at low frequency, there is very little difference between the

v-6



two curves. But as w becomes larger, the difference between them

increases. Had the specifications allowed for some overshoot in the

optimum response the difference between the two curves would become

larger at low frequency.

-OUNOS ON Til

LI

- ." : , \O

FREQUENCY IRA/SEC)

Fig V-i Bounds on Bank Angle Response

In this figure, the b1  and a 1 curves correspond directly to the T' and

T curves of Fig 11-4 respectively. The subscripts indicate that they

are bounds on the first output response due to the first command input.

Fig V-2 is the plot of Lm vs. (a for the sideslip angle response

model. Note that its magnitude never gets above zero. This is typical

of a basically noninteracting (BNIC) loop in a MIMO control system. The

b21  of Fig V-2 corresponds to the TD curve of Fig 11-4. The subscript

indicates that this is the bound on the second output response due to

the first command input.

v-7
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BOUND ON SIDESLIP RNGLE RESPONSE

Z- 1

-So. 1O - -, - -, -~gz s t, a

10-1 3 4 S 4 6 4 9 W 6 G 7 8 102
FREQUENCY IRAQ/ EC

Fig V-2 Bound on Sideslip Angle Response

These plots of response model magnitudes vs. frequency, based on

the design specifications are all the information needed to insure the

final system responses are acceptable. These plots are used to form the

boundaries for the transfer functions of the effective SISO control

loops during the design.

Selection of the First Loop to Design
In this problem there is no sideslip command, r2 ' therefore, only

two of the four SISO loops of Fig 111-5, resulting from the two-by-two

MIMO system need to be considered. These are the bank angle output due

to a bank command, y1 j, and the sideslip angle output due to a bank

command, Y21 " Fig V-3 is Fig 111-5 redrawn. Recall that d12 and d22

v-8
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are functions of the response requirements due to the effects of r2.

Since r2 is zero, the Y12 and the y2 2 loops can be ignored.

d 11 
d12

-fl 11l9 qll f 12 g, qll

-
"-i- 21 d22

f 21 92 q 22 f 22 g2 q 22
'W1 rlc- / 2 1  r2 22

Fig V-3 Effective SISO Loops

Of the two remaining loops, one must be selected for consideration

first. There is no hard and fast rule as to which loop to design first

but in general BNIC loops are easier since there is no command to

consider. Notice that in the Y21 loop of Fig V-3 the effects of input,

r , can follow either of two paths to the output, y21. It enters as

part of the disturbance, d2 1, and directly through f21 " Since it is

desireable for Y21 to be zero, the less effect rl has on the loop, the

better. Nothing can be done to eliminate the disturbance, but f2 1 is to

be designed and can be made zero, leaving only the disturbance to con-

sider. The second loop, the sideslip output due to a bank command is a

- BNIC loop and is, therefore, designed first. Thus, one is left with a

V-9
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simple disturbance rejection problem. Fig V-4 shows the y2 1 loop as it

is dealt with for this problem.

2 1

k::- "Y21

Fig V-4 Diagram of Y2 1 Loop

.-. Bounds on BNIC Loop Transmission

Recall that the disturbance term, d21, is lb111/Jq 211 where the bl,

term is the upper of the two bank response curves. This provides a

worst case approximation for the disturbance.

In order to ensure rejection of the disturbance, the following

,. inequality must be satisfied:

ly 2 1 1 = b11 1q2 21 lb 2 (V-25)
q21 111 g 2q22121

Now, define 12 g2q2 2 and rearrange the equation to obtain;

•~~1 -- bll221
Ii + 121

2b 2 1 11q 2 1 1 (V-26)

This is the inequality used to design 120, where the nominal loop

transmission, 12o - q22o •

The first step in the design is to derive bounds on 12o based on

v-0
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the above inequality. At any given frequency, the right side of the

inequality reduces simply to a number greater than zero. It is helpful

to have Bode plots of each of the terms on the right side. With these,

one can simply add and subtract the magnitudes at each frequency to

obtain a minimum for Lm (1 + 12) in db. For clarity, define a new

variable, E(W), such that;

E(W) b11 (w) 1d22(JW)1

b21(w) 1121 (jW) I (V-27)

thus;

Lm (E) = Lm (b11) + Lm (q2 2) - Lm (b2 1) - Lm (q2 1) (V-28)

.-

By way of the transformation, m = 1/12, turn the Nichols chart

* upside down, as described in Chapter II. Lim (1 + 12) > -3 db is chosen

as the LTF bound, based on phase margin considerations (remember to

reverse the signs on the Lm (I + 12) curves] (see Eqs II-10 and 11). At

this point, there are a number of ways to obtain the bounds on 12o. If

S22o is chosen such that it lies at the lowest point of the templates at

all frequencies, then the bounds on Lm (1 + 12) which are greater than 0

db can be used directly. Simply select the flight condition which

produces the largest Lm [E(wi)] and draw in the W W i bound along the

curved Lm (1 + 12) line corresponding to the value of Lm [E(wi)],

realizing that any possible q2 2 other that q2 2o puts Lm (12) and the

resulting Lm (1 + 12) above the boundary at W - V.

When the minimum value for Lm (1 + 12) is less than the UF bound,

the process becomes a little more complicated. And, since the magni-

* .':i ' tudes for the three q2 2 s vs. frequency for this problem cross each

.V-11



other (i.e. no lowest q22o can be chosen), another scheme must be found.

Consider the following:

g2q2 2q2 2o 12q2 2o120 = g2q22 o - -

q2 2  q2 2  (V-29)

Using the Nichols chart, the minimum for Lm (1 + 12) at each flight

condition is converted into a minimum for Lm (12) at regular phase angle

intervals. When the Lm [E(wi) ] is less than -3 db (UF bound), then -3

db becomes the bound. Since the values are in db, the multiplication

and division indicated in Equation V-29 become addition and subtraction.

When the magnitude and angle differences between q2 20 and q2 2 at a

particular flight condition and frequency are added to the minimum for

1 2, the result is a minimum for the magnitude and angle of 1 at that

flight condition and frequency. This is done for each of the three

flight conditions and the worst case boundary of the three is chosen as

the boundary for 1 2o. Below are two examples of this process.

Example 1 The q22o chosen for this problem is;

*... '. q2 2o 0 .03(s + 30)i'::"(s + 0.15 + JI) (V-30)

Notice that this is not one of the actual q2 2 s as listed in Equations

(V-14), (V-20), or (V-24). There is no requirement for q2 2o to be an

actual q of the system. Because no convenient q 2 0 exists for this

problem, a simplified form of q22 for the flight condition, Cruise 2, is

chosen as q

Table V - 1 contains the relevent information for the point, where

W- 0.1 rad/sec. The information is obtained from the Bode plots of the
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responses and of the q's.

Table V-I

Cruise 1 Cruise 2 Pow. App.

lb1 1  ->-0.17 db

Ib2 1 1 -52.6 db

~ q22o - 1- -. 0 db -1.5°0 ..

q 21 35.1 db 36.6 db 14.5 db
-241 °  -2230 -229 °

q2 2  -1.8 db -1.7 db -6.1 db.- 1. 30 -1.3 -4.10°

In order to satisfy Equation V-26, Lm (1 + 12) for all three flight

conditions at W - 0.1 rad/sec must be greater than Lm (E). This works

out to 15.5 db for Cruise 1, 14.1 db for Cruise 2, and 31.8 db for the

Powered Approach. The Powered Approach condition produces the largest

S bound and therefore dominates at this frequency. On the inverted

Nichols chart, note that the Lm (1 + 1) - 32 db curve is nearly a

horizontal line, which deviates from the Lm (1) - 32 db line very

little. This makes sense, since 1 >> 1 , Lm (1 + 1) - Lm (1) is a good

* approximation. The idea here is not to make the approximation, but to

point out the relationship between Lm (1) and Lm (1 + 1) on the Nichols

chart more clearly.

For the Powered Approach condition, the difference between q220 and

" q22 is 5.1 db and 2.60. Adding these values to the bound of Lm (1 + 12)

- 31.8 db results in a curve that has the same shape as Lm (1 + 1) -

31.8 but shifted 5.1 db up and 2.60 to the right. This curve is now the

bound on 1i + 12oI and on 12o for this flight condition.

This is repeated for the other two flight conditions but at W= 0.1
4 "d*V%1
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rad/sec the other two flight conditions produce boundaries that are

below the Powered Approach bound. Therefore the Powered Approach bound

dominates at C = 0.1 rad/sec and is the one used during the design of

2o"

Example 2 At (a= 2 rad/sec the process is repeated to demonstrate

how to deal with the UF boundary. Table V-2 contains the relevent

information for W= 2 rad/sec.

Table V-2

Cruise 1 Cruise 2 Pow. App.

lb 1 -12.5 db11

b211- > -25.6 db

q > -10.5 db -1 6 50

q 21 8.2 db 9.2 db -7.9 db
-303°  -212 °  -240'

q -16.3 db -10.8 db -26.5 db
-169 °  -166 °  -1450

Again the value of Lm (E) is the maximum for Lm (1 + 12). This is

-11.4 db for Cruise 1, -6.9 db for Cruise 2, and -5.5 db for the Powered

Approach condition. All three of these values are less than -3 db.

Therefore the UF boundary value of -3 db prevails at this frequency and

(as it works out) all frequencies higher than 2 rad/sec.

So, for all three flight conditions the boundary for Lm (1 +12) is

the oval corresponding to -3 db on the inverted Nichols chart. To get

the bounds on Lm (1 + 120), repeat the steps taken for W- 0.1 rad/sec.

For example, for Cruise 1, the difference between q2 20 and q2 2 is 5.8 db

and 4° . The bound for Cruise 1 is the exact shape of the -3 db oval

shifted 5.8 db up and 40 to the right. If this is repeated for the
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other two flight conditions, each shifts the oval a different amount.

The overall boundary on Ii + 1 I and thus on 120 is the outer boundary
2o 2

of the shape formed by this shifting of the -3 db oval for the three

flight contidions.

Bounds, BD(Jwi), are found in this manner at frequency intervals of

about every octave between W- 0.1 and W 500 rad/sec. Fig V-5 shows

the bounds for 12o'

Shaping of BNIC Loop Transmission

Once the bounds on 12o are determined, the loop transmission is

shaped as described in Chapter II. In this case the dominate bound is

at W - 1 rad/sec. In other words, if Lm (12o) is at or greater than

about 36 db at W - 1, all the bounds at lower frequencies are also met

(assuming a relatively constant slope of -6 db/decade due to a pole at w

- 0 rad/sec). Therefore, Lm(12o) equals 36 db at W - 1 rad/sec is used

as a starting point in the shaping of 12o.

At and beyond W - 2 rad/sec the only consideration is ensuring the

loop transmission does not enter the UF bounds which are represented by

the ovate shapes on the Nichols chart. Fig V-6 shows the Nichols chart

with the boundaries, BD(J), and the shaped 120.

The final mathematical description of the 12o chosen is:

2 2o
58.2 (1 + s) 2 (1 +.)(1 + 3)

• " ) (T-' -) °" " (z--T~ ( ' 228s- +(T o
-.1 +-'r + 0 + + - + -2

2 0 (1.01) k1.Soil (190)

(V-31)

Dividing through by q22o to get g2 yields;
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Fig V-6 Nominal Loop Transmission (120
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66.1 (1 + s) +

s s s 228s2 (V32)s +)( +.o)([ + +(V-+ 1)

This loop is driven entirely by the effective disturbance. There-

fore, there is no command and no F matrix element for this loop. With

this element of G designed it's time to turn to the other loop.

Effective Plant for Second Loop

The entire compensated system can be represented by a signal flow

diagram as shown in Fig V-7. The Pj s are the elements of the plant

matrix, P.

r 1 Yl

Fig V-7 Compensated System

Note that Fig V-7 is a simplification of Fig 111-4. By use of Mason's

Gain Formula (Ref 3:162-164) the transfer function, tll Yl/rl, can be

4 obtained. The following substitutions A're used to obtain t1 1 in terms of

the q 's Instead of the Pij's:

det(P) = PllP 22 - P12P21  (V-33)

PA/q (V-34)
.il 22
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p22  = A/q11  (V-35)

Pj = -4/qj i i (V-36)

1 giqi (V-3 7)

qllq 22

q 1 2 q2 1  V-38)

1,/A - 1 - 1
qjlq22 q12q12  (V-39)

From Fig V-7 t1l is:

f11 g1 pl (1 + g2 P2 2 ) - fl g1 P2 1 g2 P1 2

t
1 +g1  11  g2 ~22- gl p2 1 g2 p1 2 + g1 P1 1 92 p2 2  (V-40)

Rearanging terms and substituting for the pijs yields:

- 1 fl 1 g1 [(Alq 2 2) + g 2 a ]
11 , i + (g1 A)/q 2 2 + (g2 a)/q1 1 + g1 g2

a  (V-41)

Dividing through by A and substituting Equation V-39 for 1/4 yields:

11 f 1g 1 (1/q2 2  + g2)1i 1/(qll q2 2) - 1/(q 1 2 q2 1) + gl/q 2 2 + g2/q1 l + g1 g2  (V-42)

Now multiply through by qllq 22 and substitute Equation V-38 into the

denominator to get:

- - f. £1 1 g1 (ql 1 + g 2 q1 l q 2 2 )

11 + g1 q11 + g, q11 g2 q2 2 + g2 q22  (V-43)

Combining terms and using Equation V-37, the resulting actual equation

for t1l is;

v-19
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fllIl(1 + 12)
t 11
.1 . + 1i)(i + 12) - (V-44)

1 2

Now if a new loop transmission, 1 is defined as;
111

1 1-
X11 11

1+12 (V-45)

then can be manipulated into (Ref 12:102);

t.ill ,
1 + +1 1 (V-46)

Sinc ha aled bendsgeinw n l a edtr

Now 11 g-where is;

mied Uig TTL , qllisfudfrec flgt on to. Th

m*

rsing hasfe lreadyca bee desgnen1 inknownendi C. can be8 deter-

the Bode plots of q"" for all three flight conditions.

The design of 1 an now be accomplished as a simple single ioop
10 *

problem where is the nominal plant transfer function. The ow

for flight condition, Cruise 2, is chosen as qllo since it has the

smallest magnitude for all frequencies. Bounds on 1 are found based

on the allowable variation in t11 from the response plots, Fig V-1. Fig
*11

V-9 is the Nichols chart with templates of qll and bounds on 1
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Wit th onsoteiete optasiso ssae
• lo

Ix--

the last loop, s th doinn ~o un ocur at W -' 0.4 ra/sc Fi V -10.1 !

is th Nha ichlpo of the resultinsponse Loop

" -43.4 (1 + s.-- )(1 + s)
'0.8

-10.II. .I. Iio

-0( - [5 0 1 .6 I S 2[i + (V-48)[l .RU03) (1 +--O25EC

1 * *

:2 Notice the unstable pole of 1iio • This pole is part of qllo* and
it is very important that any unstable poles of the nominal q be

-'i- *

.. included in 1 def If the loop is shaped without including an unstable

xtpole, solving for gi results in a rhp zero cancelling it. Since one

V-21
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cannot rely on exact cancellation, then an unstable system mey result.

If the rhp poles are included, the loop can be shaped to ensure adequate

stability and phase margins, as is the case here. The resulting g, is;

1.29 1 1 + s)

1 [1 + + 2V-49)

(8)- 8

Prefilter Design

There is only one prefilter element to be designed for this prob-

lem. That element is f . As explained in Chapter II, g, ensures that
11'

the variation in the magnitude of till, as a function of frequency,

remains within limits specified by the difference between the magnitudes

of the allowable responses. The prefilter element f is to ensure that

the actual magnitude of t11 remains between those bounds.

Fig V-l is the Bode plot of the three t11 s resulting from the

three flight conditions superimposed on the t11 response bounds. This
plot indicates the form the frequency response of f must take.

The prefilter element chosen is of the simplest form possible.

Note that this f11 only ensures the proper t in the low frequency
1111

region. A more complicated f 11 may ensure a proper t11 for a larger

frequency range but a more complicated fl1 is not necessary to meet the

specifications. The f chosen is;
11

" fll " 0.7 1
' # (s + 0.75

(( + s) (V-50)
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Fig V-l Bounds and Resulting tlls

This completes the design of the compensator and, as shown in the

next chapter, it meets the specifications easily. The bandwidth of the

g2 element is quite large and may be unreasonable in terms of suscepti-

bility to sensor noise and/or implementation of the element transfer

function.

Alternative Design

In an effort to reduce the bandwidth of g2 a second design is

offered. Remember that the dominate bound on 12o occurs at &W = 1

rad/sec and is nearly constant at 36 db. The difference between the

straight line approximation of the magnitude of 1 and the exact value
20

at W - 1 rad/sec is about 15 db. This is due to the very small damping

V-25
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factor of the q2 2  pole pair at W 1. Notice that each q2 2  has a

S.. similar, underdamped pole pair. In order to take advantage of this,

another 12o is shaped ignoring the bound at W- 1.

The compensator element g2 for the second design is;

14.4 (1 +- 2 + )(1 + S)
92 -

s(1 + s)(t + -L)[1 + -)2 + ()2 (v-51)

Since g2 is different, the effective plant, q1l is different also.

Therefore the entire design process for g, is reaccomplished beginning

* .- with the computation of q1l for each flight condition. In this case,

by coincidence, the frequency characteristics of the new q s change

very little as a result of changing g2. The g, and the fll of the first

design also meet the respective requirements for the second design and

are left unchanged.

It will be seen in Chapter VI that the results for the second

design are not acceptable. It is presented here for comparison and to

demonstrate the consequences of ignoring a boundary.

Summary

This chapter follows the design of the three required controller

elements, g2, gl, and f1l, from the elimination of the yaw angle output

from the model, through the actual formulation of the compensator trans-

fer functions. Because of the large bandwidth of the g2 element of the

first design, a second design is also presented.

The results of computer simulations for both designs are presented

V-26
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in Chapter VI. A discussion of these results is presented in Chapter

VII.
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VI. Simulation Results

Introduction

This chapter presents the results of simulations for both designs

presented in Chapter V. All the simulations are products of the com-

puter-aided-design program, TOTAL. The input for each simulation is a

step command input demanding thirty degrees of bank.

The first design meets the specifications set forth in Chapter V

easily. The second, which is the result of ingnoring the dominant bound

on the second loop, does not meet the specifications. It is presented

here as an example of the consequences of ignoring a boundary. Transfer

functions for all simulations are in Appendix C.

Design One

Figs VI-. through VI-4 are the results of simulations for the high

altitude, high airspeed condition, Cruise 1. Fig VI- is the bank angle

response to a thirty degree step bank angle command. The desired first-

order response is achieved with about a four second settling time. Fig

VI-2 is the deflection of the control wheel during the maneuver. Fig

VI-3 is the sideslip response. Note that the peak value of sideslip is

less than 0.02 degrees throughout the maneuver. Fig VI-4 is the deflec-

tion of the rudder during the maneuver. As expected, the aircraft

response at this flight condition is excellent.

VI-I
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SIDESLIP RNOLE RESPONSE -- CRUISE I
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Fig VI-3 Sideslip Angle Response - Cruise 1 - Design 1
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. Figs VI-5 through VI-8 are the simulation results for the medium

. .altitude, moderate airspeed flight condition, Cruise 2, to the same

thirty degree of bank command input. Although the controller is

unchanged, the responses are, again, acceptable.

Fig VI-5 is the bank angle response. The desired first-order

response is again achieved but the settling time is about six seconds.

Fig VI-6 is the control wheel deflection during the maneuver. Its

response is very similar to that of Cruise 1. Fig VI-7 is the sideslip

angle response. The peak value is on the order of 0.01 degrees which is

even less than that of Cruise 1. Fig VI-8 is the rudder deflection

during the maneuver.

* - * RANK RNGLE RESPONSE -- CRUISE 2

4.00

-3.20 ____

L2. 40:

0

- ' -o

Fig VI-5 Bank Angle Response Cruise 2 -Design
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RUCDER DEFLECTION -- CRUISE 2
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Fig VI-8 Rudder Deflection - Cruise 2 -Design 1

S Figs VI-9 through VI-12 are the aircraft responses for the low

altitude, low airspeed flight condition in the approach configuration,

Powered Approach. As expected, the aircraft response is degraded some-

what but the performance is still well within the specifications of

Chapter V.

Fig VI-9 is the bank angle response. It is still first-order but

the settling time is about seven seconds. Fig VI-10 is the control

wheel deflection during the maneuver. Fig VI-11 is the sideslip angle

response. The peak value is about 0.15 degrees, which is about a factor

of ten worse than that of Cruise 1, but still well within specifica-

tions. Fig VI-12 is the rudder deflection during the maneuver. Notice

that the response is much different than that of either Cruise 1 or 2.

-- - This is due to the change in spoiler operation in this configuration.
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SIDESLIP ANGLE RESPONSE -- APPROACH
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The three flight conditions are chosen to represent a major portion

of the C-135 flight envelope and are limited by the availability of

flight data. These simulation show that the controller produces accept-

able aircraft responses at all three flight conditions. It follows

* logically that the aircraft performance at any flight condition between

these extremes would also be acceptable.

Design Two

Figs VI-13 and VI-14 are the results of simulations for the high

* ."altitude, high airspeed condition, Cruise 1. Fig VI-13 is the bank

. angle response to a thirty degree bank angle step command. This

response is virtually unchanged from that of Design One. Fig VI-14 is

the sideslip angle response to the same command. The maximum value

specification is met but the settling time specification is not.

BANK ANGLE RESPONSE -- CRUISE 1

4.U00____

iL. 00

• , 0 t 2 .W . 4 . U O .00 .00 ?.W 8 .00 9 . U0 0 .0 0
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,-. -.. Fig VI-13 Bank Angle Response - Cruise I - Design 2
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'°*
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SIDESLIP ANGLE RESPONSH -- CRUISE I

4. __.__ 6.0 7.0 4 6 90 I

~I'

TIMIE i5ECONDSJ

Fig VI-14 Sideslip Angle Response - Cruise 1 -Design 2

* - Figs VI-15 and VI-16 are the simulation results for the medium

altitude, moderate airspeed flight condition, Cruise 2. Fig VI-15 is

the bank angle response, which is nearly identical to the response of

Design 1 and still well within design specifications. Fig VI-16 is the

sideslip angle response. Again, the peak value specification is met,

but the settling time is far too long.
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Summary

This chapter presents the results of simulations for both the

controllers designed in this thesis. The first controller, designed in

full compliance with Dr. Horowitz' technique, meets the specifications

over the entire range of uncertainty considered. The second design,

which is the result of an intentional violation of a dominant boundary,

produces results which are within the peak value specifications but

which violate the settling time requirements.

.
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VII. Conclusions and Recommendations

Thesis Summary

This thesis is intended to describe and demonstrate the use of Dr.

Horowitz' Quantitative Feedback technique to design a lateral controller

for a large transport aircraft, specifically the C-135. The first

controller presented easily meets all the design specifications over the

entire range of uncertainty considered. The fact that the maximum peak

sideslip angle is more than ten times less than that allowed by the

specifications is significant and is dealt with in the discussion sec-

tion of this chapter. In addition to conclusions and recommendations,

this chapter presents a brief comparison of this design to that of a

concurrently produced thesis concerning the use of Dr. Brian Porter s

method to design a controller for the C-135 aircraft.

Chapter I presents an introduction to the C-135 lateral flight

control problem. Chapters II and III present an overview of Quantita-

tive Feedbeck Synthesis theory. The single input - single output prob-

lem is described in Chapter II and the extension to the multiple input -

--multiple output problem is presented in Chapter III. Chapter IV

describes the aircraft model used in the design. The actual design of

the controller is presented in Chapter V. The simulation results for

both the primary design and an alternate design are shown in Chapter VI.

Appendices to this thesis contain examples of loop transmission

shaping (Appendix A) which are provided courtesy of Dr. Horowitz,

response models generated during the design (Appendix B), and the actual

transfer functions of the effective plants and of the compensated system

(Appendix C).
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Discussion

S". The specifications on which both designs are based allow a peak

value of 2.0 degrees of sideslip in response to a 30 degree bank com-

mand. The worst sideslip response, produced by the Power Approach

*flight condition, reaches a peak value of only about 0.15 degrees. This

is only about 7.5% of the allowable value. One's initial reaction to

learning that the design "beats" the specifications by so much might be

delight, but it is an indication of serious overdesign and a waste of

compensation. Although the problem is not solved here, this section

deals with the possible causes and provides a suggested approach to

reduce the overdesign.

The first and most obvious place to look for the overdesign is in

the sideslip loop. It is this loop which controls the sideslip angle

and as noted previously the compensator in the sideslip loop has a

rather large bandwidth. Inspection of the bound derivation and actual

loop design reveals little overdesign. The combination of low frequency

bounds and stability considerations dictate a loop transmission with a

bandwidth very close to that of Design 1. Some bandwidth (and therefore

some compensation) reduction could be achieved but not enough to account

for the magnitude of the overcompensation.

A comparison between the response model used in the design of the

sideslip loop and the sideslip responses from the simulations shows that

the aircraft reacts much more slowly than assumed during the modeling

-- .process. The resulting design appears to provide compensation at much

higher frequency than necessary. In other words, the response far

*" . exceeds the design specifications because the response model demanded a

compensator with a much larger bandwidth than needed to control the

VII-2
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aircraft.

-. -Although, time does not permit a thourough investigation here, the

bandwidth of the sideslip compensator could be reduced greatly by re-

shaping the sideslip loop transmission based on a slower response model.

Comparison to Porter Design

Capt William Locken, GE-83D, has written a thesis concerning flight

control laws for the C-135 using the method of Professor Brian Porter

(Ref 13). This section is intended as a qualitative comparison between

the Porter technique and the Horowitz technique. By necessity, much of

this section is personal opinion on the part of the author.

The primary difference between the two methods is that the Horowitz

approach treats plant uncertainty (robustness) and performance specifi-

cations as given information on which the design is based, while the

Porter approach involves testing for robustness and conformance with

specifications after a proposed design is completed.

A Porter design can be completed much more quickly than a Horowitz

design, if performance tolerances are met in the first few iterations.

It is possible, however, that a Porter design could take considerably

longer to complete if the specifications are difficult or impossible to

meet. The Horowitz approach provides insight into the design problem

and difficult or impossible specifications can be easily identified,

giving the de-'gner the information needed to modify r .e tolerances or

abandon the problem if it is hopeless.

The results of simulations for the designs of this thesis and Capt

Locken's thesis are very similar, although command inputs were not9
identical. Both design methods provided the means for successfully
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compensating the aircraft.

K . The final comment in the comparison of the two methods concerns

compensation bandwidth. The Porter method relies on straight gains in

the feedback loops to achieve desired compensation. Compensation band-

width is, therefore, unknown. In the Horowitz approach, the bandwidth

of the compensator elements is a prime consideration during the design

process.

Conclusions

This thesis concludes that Professor Horowitz' quantitative feed-

back technique is an effective tool for compensating large aircraft.

. The aircraft can be controlled to specifications over the entire range

of uncertainty considered.

- The sideslip response model used overestimates the speed with which

the aircraft can respond to a bank command. Therefore, the bandwidth of

the sideslip loop compensator is higher than necessary. This results in

si.eslip responses which far exceed the specifications.

Finally, this thesis concludes that Professor Horowitz' method does

provide insignt into the overall compensation problem throughout the

design process. An example of this is the ease !n analysing the reasons

for the overdesign in the sideslip loop.

Recommendations

Quantitative Feedback and its application to flight control prob-

lems should be further investigated. A more complete aircraft model

should be developed to include bending modes and coupling between the

lateral and longitudinal modes.

VII-4
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Presently, most of the analysis must be done graphically, by hand.

S.-A computer-aided-design package could be developed to greatly enhance

the speed and accuracy of controller design. Ideally, this package

would incorporate a split-screen representation of Bode, Nichols, and

time response plots which change as the user changes parameters in the

transfer function of the model or compensator. Computer-aided

' development of frequency domain bounds based on response models and

defined range of uncertainty would also be useful.
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APPENDIX A

" . Examples of Loop Shaping

Introduction

The folowing loop shaping examples are provided, courtesy of Dr.

Horowitz. All information is given and Nichols plots of the shaped loop

transmissions are provided.
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Example: Shaping of a nominal loop transmission L0 (jw) to satisfy

boundaries B(W) on Nichols Chart._

Previous notes have described how tolerances on the closed-loop system

frequency response are readily translated into bounds on a nominal loop

transmission function LO(0w). In Fig. 1, for example, LO(j2) must be on

or above the curve labelled B(2), etc. Bh is the "universal high-frequency

boundary" applicable, in this example, to ww h=40, i.e. L0 (jw) (for w.
40)

must be contained in the closed curve Bh in Fig. 1. Additional specifica-

tion is eL4, where *L is excess of poles over zeros of Lo(s). Also, L0 is

to be Type 1 (one pole at the origin). We proceed to describe a reasonable

procedure for choosing a rational function L0 (s) which satisfies the above

specifications.

E g.In our first step, we try to find the B(w) which "dominates" L0(jW).

E.g. suppose L01 (j4)=Odb/-135* (point A in Fig. 1). But at uinl, IL ()

needed is =27db. In order to decrease ILoI from 27db to about Odb in 2

octaves (4/1-2 2), the slope of ILO(00) would have to be, on the average,

about -14db/octave, involving L0-laO. We assume "absolute" stability

is required here for Lo(Jw) with a margin of 40, not just at crossover

("crossover" is defined as the frequency at which IL0 (jw)1-l). Hence B(1)

dominates L0 (jw), at least more than B(4). In the same way we see that

M(1) dominates over all other B(w) in Fig. 1.,

* The B(W) for w<l are not shown in Fig. 1. We shall assume that for

w<1, a slope of -6 db/octave (with 27db at w-l, i.e. 33 db at w..5, 39db

at w-.25 etc.), suffices. We can tolerate =-1400 for w1, so we choose a

lag corner frequency (symbol lacf) at 4-l (i.e. pole at -1), and set

I L0(jw)I (asymptotic) at 30 db (to allow for the -3db correction). Thus

our L0 is so far: Lol=31.6/s(s+l), whose phase /Lo(Ijw) is sketched In

* fig. 2.
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• .. Ll(J_ ) violates the -140" bound at w>1.2, so a lead ccrner frequency

(symbol lecf) is needed. Where should it be located? At w-5, /L 0 1 (J5)--169*

(see Fig. 2), so 29" lead is needed; but we know that later there will be

a second lacf, so allow say additional 15° for it giving 15+29=45* lead

required at w-5; which is achieved by a lecf at w-5 i.e. a zero at -5.

The resulting L02 (s)o3l.6(1 3), whose phase /L 0 2 (1,) is sketched in Fig. 2.

In the Nichols Chart (N.C.) we are (zwnlO or so) in the region where the

maximum phase lag allowed is 135' (i.e. !LoCja,) must be >-135°). Consider

(r'1O, with present /L02 (j,,w) -112, so 135*-112°-23* more lag is allowed.

But this lacf will be followed by a lecf, so allow say 100 for it, giving

23*+10*"330 more lag allowable. This locates the Jacf at 15.4 (tan33*-.65,

and 10/.65=15.4), so we set the lacf at ,,-15 (i.e. pole at -15), giving

L0 3 (s)in3..6(l+.2s) L 03 (je) is sketched in Fig. 2.

s(l+s) (14 s
15

Looking ahead at u,-40, I L0 3 (J40)I -20db, so soon LO(jc.) can make its

asymptotic left turn under the Bh boundary. Our plan is to add two more

lecfs, and finally two complex pole pairs, in order to have an excess eL

of poles over zeros of 4. We try one lecf atwA-40, giving

L04(s)-31.6(1+.29) (1+ 40)  !L 0 4 ( ) is sketched in Fig. 2.

s(1+8) (1+ 1-)

We're ready now for the last lecf, in order to achieve (an asymptotic)

horizontal segment for IL0 (yj)j , before the final -24db/octave slope.

(We follow Bode in this respect, a good master to follow.) Where should

this horizontal segment be located? The bottom of Bh (see Fig. 1) is at

-22.5db. Allow 2db margin, 3db correction due to the last leef, 1.Sdb for

the effect of the lecf at ,,-40, giving a total of -(22.5+2+3+1.5)--29db.

We'll use a damping factor of C-.6 for the 2 complex pole pairs, so no

A-4
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correction need be allowed for them. Thus the final break for ILo(Jw)l

asymptotic is to be at -29db, which IL04(jw)I achieves at w=60. Hence,

the last leef is at w-60. The resulting phase due to L and the lecf at
04

0.. w-60, is -66*. We could have -180* at this point, but we'll allow an additional

150 margin (a matter of taste; Lt depends on the problem -- presence of

higher order modes, etc). This means 100* phase lag is permitted, 50° due

to each complex pole pair (180-66-15=100). For C.6, this locates them at 100.Thus LO(S - 31.6(+.2s)(l+ )(+ )

s (1.2) +

.-.,s ('+s) (l+ T-5) [i+ 00 10:4/. 1 00 10

Discussion

L0 (jw) is sketched in Fig. 1. A well-designed, i.e. "economical" L0 (jw)

is close to its boundary B(_) at each w. The vertical line -1400 is the

dominating B(w) for w<5 and the right side of Bh (line -135*) is the boundary

effectively for Uu<30; so our L0 (jw) is pretty good in this respect since

it is pretty close to these boundaries. There is tradeoff between complexity

of L0 (s) (number of its poles and zeros) and its final cut-off frequency, now

at w-1l0. There is some phase to spare between L0 (jw) and the boundaries, so

use of more poles and zeros in L0 (s) would permit this cut-off frequency to

be reduced a bit below 100, but not by much. On the other hand, if we wane to

reduce the number of poles and zeros of L0 (s), we must pay the price in a

larger cut-off frequency. We could economize, significantly, of course,

by allowing more phase lag in the low frequency range. If -1800 was permitted

at a.-l, we could decrease !L0 (jw)I at a rate of 12db/octave; so with IL0 1=

' 25db at w-1, it %ould be 13db at w-2 (instead of the present 18db). Even

with no more saving, this 5db difference, would allow a cut-off frequency

at about 70 instead of 100.
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Also, Fig. I reveals (irmmediately, without any shaping of required)

that reduction (i.e. easing) of the specifications at w-l to about 21db

(instead of =26db), would have the same effect as the above. One can check

how badly the specifications are compromised by such easing. The design

technique is thus highly "transparent" in revealing the trade-offs between

performance tolerances, complexity of the compensation, stability margins,
..

-' and the "cost of feedback" in bandwidth.
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DESIGN EXAMPLE: Uncertain Plant P k

k: [10,801, p: [-2,2).

Note: For part of range of p, plant is unstable.

Specifications on IT( I)i . (see Fig. A)

W 0 .5 1 2 5 10 EXCESS eL OF POLES

MAX(DB) 0 1.3 1 -6 -17 -33 OVER ZEROS OF L, IS 3.

MIN(DB) 0 -2 -7 -19 -35 -65 ALSO

(AITI)MAX 0 3.3 8 13 18 32 Ii +L
W&&P.

N.B. At high w, (ITI)MAXC MUST BE > IdPIMAX. OK.

WStep 1 Calculation and Construction of Plant Templates {P(jw)1=

The templates are shown in Fig. B1. It suffices to calculate (at a

fixed w) several values of l/jw(jw+p), i.e. at different p values. This

gives the bottoo curve of the template. Then extend vertically by

18db(80/10-8; 20logSS-18).

Step 2 Use the procedure described in the notes (p.17 etc) to find bounds

on LO(jw) in order to satisfy the specifications on IT(jw)I. A nominal plant

.,, must be chosen; p-2, k=10was chosen as nominal and marked heavily in Fig. B.

(It helps to have the templates on transparent paper or plastic.) Already

at w1, the bound on Lo(J), denoted by B(1) is determined by IL/(l+L)1.43DB,

rather than by the constraints on IT(Jw)I. And this is so for w>l also,

which is not typical for stable plants but more likely for plants which can

be open-loop unstable for part of the parameter range.

A-9
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Shaping of Lo(JW)

The boundary at W-2 dominates, i.e. determines the level of IL at

0

w-2 to be l0db. The boundary at w-5 determines the phase there to be

-85*or so. This necessitates a lead corner frequency at some i-<5. This

was chosen to be at 1 and lags introduced thereafter such that at wi5 the

phase > -850; they were chosen at 5 and 8 (see Figs. B2,C). A lecf is then

needed to be followed by a complex pole pair with C-0.6. The corner below

the high-frequency bound can be turned when ILI is = -25db. If we try a lecf

at 40, then phase requirements at w 2 0 force the final cut-off frequency to be

well beyond thewtvalue at which 1L01 -25db. A lecf at w-25 gives compat-

ibility of phase needs at w=20 and turning the corner when Lo! permits it.

This gives 100 as the frequency at which the final complex pole pair can be

inserted. This gives L0 (s)= 4(l+s) (1+ st s 1.s s 2]

s(l+.2s)(l+ c) 12s + (s
-GP. - G(s) giving G(s), - see Figs. B,, C.

s (s+2)

Findina F(s)

The proper G guarantees thatLITI does not exceed those allowed. The

next step is to find the range of IL(Ji&)/(l+L(jw,) j. Place the template of

the plant at w-5 (for example) on the point L0 (J5) in the Nichols Chart,

i.e. on 5db /-82? and it is seen that LL/(l+L)I max= 2.4db, min -1.7db.

But the specifications require ITI-IFI./(I+L)Ic[-35, -171 db. Therefore, it

is required that: -33.3db<IF.<-l9.4db. In this way we obtain the bounds

onIF(ju)I shown in Fig. D. It is easy to find an F(s) which satisfies

these bounds, e.g. F(s) m 1
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APPENDIX B

Response Models

Introduction

This appendix contains the output from the computer-aided-design

program, TOTAL, of the response modeling process. Included are the

transfer functions, the time responses, and the frequency responses for

the bank angle and the sideslip angle models.
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CLOSED-LOOP TRANSFER FUNCTION
'"- BANK ANGLE UPPER BOUND ,(B11)

CLK- ( CLNK/CLDK )= 5.88

CLTF(S) NUMERATOR
I CLNPOLY< I) CLZERO(I)
1 5.686 ) CLNK= 5.90

CLTF(S) DENOMINATOR
I CLDPOLY(I) CLPOLE( I)
I ( 1.008 )S** 2 ( -.5000 ) + J( 8.

2 ( 18.58 )S** I ( -18.88 ) + J" 9. )
3 5.99 ) CLDK= 1.980

OPTION >37
CONTINUOUS TIME RESPONSE FOR CLTF(S)
WITH STEP INPUT OF STRENGTH = 38.

RISE TIME: TR= 4.39982
DUPLICATION TIME: TD- VERY LARGE
PEAK TIME: TP, VERY LARGE
SETTLING TIME: TS- 7.92663
PEAK VALUE: MP 39.898
FINAL VALUE: FV- 38.886e

OPTION >31
CONTINUOUS TIME RESPONSE FOR CLTF(S)
WITH STEP INPUT OF STRENGTH = 38.

ENTER INITIAL TIME, FINAL TIME, DELTA TIME >8,15,1

1.88880ee 10.846472
2.86888 18.382754

3.8988888 22.953784
4.8888808 25.726254
5.609889 27.487842
6.8088888 28.427777
7.068888 29.846398
8.8888 29.421611

S... 9.0898808 29.649190
18.088ee 29.787223
11 .eg8888 29.870944

'. 12.000088 29.921724
13.98099 29.952523
14.008888 29.971204
15.888888 29.992534

.*B-3
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OPTION )32

CONTINUOUS TIME RESPONSE FOR CLTF(S) WITH STEP INPUT OF STRENGTH = 38.
REGION OF CALCULATION: T= 8. TO T- 18.88

-, -:', F(T)- a. TO F(T)- 39.08

+-

4 -~ -

.0

.................. .. .................... ,
4----------- ----------------------------------

t"+ ....- -

- - - - --+- --....-- - - - - - - - -(, ---- - - - - - - - - - -
+ ....-

- -- -- -- - - - - - - - - - - - - - - --- *- - - - - - -

+ ....- -- -

--------------------------------------------4. ..... *

* 4 -------------------------------------------

i .+ ..... - X

. .4 .. .. +.. +... .. .

+ ....- ,(.-

.8-

-4. 4 -*I

+ 4 .... -

.-. + ... *

"':+ ... *

4 " 4.-.-- --- --- --- --- --- --- -4 --

S. + ..... *

,, + ...

+ .... 4.

*.-
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CLOSED-LOOP FREQUENCY .RESPONSE USING OPTION 54
IAGNITUDE (***) AXIS RANGE: -70.0 TO 58.8 DECIBELS

FREQUENCY ,2 RAD/SEC)

112 + - - * - - +P .126 +- - - - - +

.141 + - - - * - - +
;. .158 + - - - * - - +

.178 + -
~.224 +*
i.224 + - - - * - - +

.251 +- - - * - -

.282 +- - - * - - +
u- - ~. 3 1 , 6 +

.355------------------------------*------------ --------------------------

.398 + - - - * - - +

.447 + - - - * - -

.581 -

.562-----------------------------*------------ ---------------------------

.631 +
."Be + - * -
.794---------------------------*------------- ----------------------------
.891 +
1.9 - ------------------------------- -----------------------------
1.12 +-* +

1.26 + -*

1.41 *+I

1.58 + * +

1.78 - - - -

2. +----------------------------- * -------------------------------
2.24 - - *- - -
2.51 + - - *- - -

2.82 +- - +

3.16 +- - * -

3.55 -------------------------- * ----------------------------------

3.98 +- - * - - -
4.47 +- - * - - -
5.91 +- - * - - - +
5.62 ------------------------ * ------------------------------------

6.31 +- - -
7.08 + - -

7.94 ---------------------- * --------------------------------------
8.91 +- -* - +

18.9 ----------------------------------------------------------------------
11.2 +

14.1 + -* ..
r i o1 5I .8 + - 4 ..

, ~17.8 + - * ..

2-----------------------------------------------------------------------*
22.4 +- -..-..

25.1 - 4 ....

28.2 .++.+..+.+ +++*.+4.4+ 4++. +'+- 4++4++++++++'+ - + +4 ....

2, +-5
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CLOSED-LOOP TRANSFER FUNCTION

BANK ANGLE LOWER BOUND (Al 1)

CLK" ( CLNK/CLDK )= 5.099

CLTF(S) NUMERATOR
. 1 CLNPOLY(I) CLZERO(I)

I 5.e0e ) CLNK= 5.060

CLTF(S) DENOMINATOR
I CLDPOLY(I) CLPOLE( I)
1 ( 1.eee )S** 3 ( -.5809 )+ J( 9. )
2 ( 11.56 )S** 2 ( -1.999 ) + J( 9. )
3 ( 15.50 )S** 1 ( -18.09 ) + J: 9.* )
4 ( 5.869 ) CLDK= 1.088

OPTION )37
CONTINUOUS TIME RESPONSE FOR CLTF(S)
WITH STEP INPUT OF STRENGTH = 38.

RISE TIME: TR, 5.18511

DUPLICATION TIME: TD- VERY LARGE
PEAK TIME: TP- VERY LARGE
SETTLING TIME: TS- 9.30283
PEAK VALUE: MP 36.968
FINAL VALUE: FV- 38.899

OPTION >31
CONTINUOUS TIME RESPONSE FOR CLTF(S)
WITH STEP INPUT OF STRENGTH m 38.

ENTER INITIAL TIME, FINAL TIME, DELTA TIME )8,15,1
8. 9.
1.esOOO 3.9554485

2.6966 11.276685
3.6606660 17.567138S4.6006008 22.663630

5.6000 25.048283
6.6600099 26.938179
7.86696 28.123193
8.669668 28.854405
9.98869e0 29.382493
16.666666 29.575959
11.69B8 29.742445
12.000060 29.843652
13.00000 29.995121
14.800060 29.942435
15.66666 29.965879
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CONTINUOUS TIME RESPONSE FOR CLTF(S) WITH STEP INPUT OF STRENGTH = 38.
REGION OF CALCULATION: T= 8. TO Tm 18.80

F(T)= 0 TO F(T)= 38.8

.......................... . . .. ... FT* 8F

* - .. ,

+-- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

-- -- - -- - - - -

--------------------------------------------- ----------------

-- -------

+ - - ---

+ i *

+--------------------------------------------

-- - ----- ,-- --

+ -- *- X-

---4-. ....- * -,

4-. ....- * -

4. ....- -

.°.
4.- .....- -

.p. 4. ..... .*

4., .... - - .*

4.-----------------------------------------*

4. .....--

* ... 4.

+ -
• 

• •--"- - ,

4. - ---.- .

* . -- .

4.---------------------------------------------



CLOSED-LOOP FREQUENCY RESPONSE USING OPTION 54
MAGNITUDE (***) AXIS RANGE: -110. TO 180 DECIBELS

' FREQUENCY (RAD/SEC)
o ,i, ~ ~ 1"-88.~ E+08 ++++++++++++++++++++++++++++++++++++++++~+++++*+++++*++*++

.112 + ... * +

.126 + .... +

.141 + ... * +
.153 +-... * +

.178 + ... * +

.288 --------------------------------------- -----------------

.224 + ... * +

.251 + ... * +

.282 + ... * +

.316 + -.. +

.355 -------------------------------------------------------- ----.398 + .....- * +

.447 + ..... * +

.501 + +

.562 +-------------------------------------------------*-- ------- +
.631 + - * +
.708 + - * +
.794 +-------------------------------------------------- ---------
.891 + - -* +
1.88 +------------------------------------------------*-- ----------
1.12 + *-

1.26 + +

1.41 + * +
1.58 +-' -15 .. * - +

1.78 +
2.80 +---------------------------------------------------------- ---------------

2.24 + . * +

2.51 + . * +

2.82 + * +

3.16 + - * +

3.55 +-------------------------------------*---------------------
3.98 +- - - - +
4.47 +- - - *- - +

5.01 + - - -
5.62 - ------------------------------------ -* ------------

6.31 + * +

7.09 *

8.91 + * +

10.8 ----------------------------- ------------------------------
S11.2 + --

+

12.6 + * +

14.1 + - +
15.8 + * 4

17.8 + * +

28.0 ---------------------- -------------------------------------- +

22.4 + -* - +

25.1 +* - -
P ~29.2 ....... ..........+ .......* ......++*'++* ++ +

fe. -8-

b. ~ . ~ - - . . - .* .

%.k°~2 .. . 2.%~m.~-t ' m~-



CLOSED-LOOP TRANSFER FUNCTION
SIDESLIP ANGLE UPPER BOUND ,(821)

CLK- ( CLNK/CLDK )= 2.08

CLTF(S) NUMERATOR
I CLNPOLY(I) CLZERO<I)
1 ( 2.80 )S** 2 < 8. ) .J; . )
2 ( 1.480 )S** 1 C -.788 ) + J( 0.
3 8. ) CLNK= 2.880

CLTF(S) DENOMINATOR
I CLDPOLY(I) CLPOLE( I)
I ( 1.006 )S** 3 ( -1.90 ) + J( 8..
2 C 24.09 )S** 2 < -3.80 ) + J( 0.
3 C 83.06 )S** I ( -20.98 ) + J 8.
4 C 69.89 ) CLDK= 1.88

OPTION )37
CONTINUOUS TIME RESPONSE FOR CLTF(S)
WITH STEP INPUT OF STRENGTH = 38.

RISE TIME: TR UNDEFINED
DUPLICATION TIME: TD- UNDEFINED
PEAK TIME: TP== .197202

SETTLING TIME: TS- VERY LARGE
PEAK VALUE: MPa 2.09694
FINAL VALUE: FV- 6.

OPTION )31
CONTINUOUS TIME RESPONSE FOR CLTF(S)
WITH STEP INPUT OF STRENGTH - 38.

ENTER INITIAL TIME, FINAL TIME, DELTA TIME >8,15,1
6. 0.

1.660886 .27818235E-81
2.600090 -.54045369E-01
3.0600088 -.23892458E-61
4.606680 -. 86508907E-82
5.880869 -.31994175E-92
6.0906860 • -. 11740848E-02
7.869988 -.431941@IE-03
8.096069 -.15890320E-03
9.866668 -.58457268E-94
16.660669 -.21585238E-04

. 11.888660 -.79113319E-05
''. 12.08000 -.29194164E-95

13.060086 -.10706824E-05
14.066660 -.39388292E-86

,, .:.1!5.80600 -, 14490 ! ! E-86

a : 0-.9

m*#
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CONTINUOUS TIME RESPONSE FOR CLTF(S) WITH STEP INPUT OF STRENGTH = 38.
REGION OF CALCULATION: T= 8. TO T= 18.00

" F(T)= -.4088 TO F(T)= 2.888

, "+ ++++++44 ++++ ++++ +4++ ++ + ++++++++++++++++ + +++ FTi
...... ........................ . . FeT

- -- -- --- --- - - - - - - - - - - - - - - - -- -- -- -

-.. + + - - , - - 4
.

I..4 + * +

4--------4--------------------------------- ------------------------------

r)- 4 *4 4

F- -. 4 *4 +

+ 4 .. +

+ *- +

------- ------------------ --------------------------------------------------

* *4 ... +

4 *4 -+

* *4 4..

- -- -- - -- -- -- -- - - - -- - - -- - -- -4-- - - -

......... T ...................... 44+4

8-1

t.., ..

.4 -.. +

4. * .. +

4 - +

"- ,- -... +

-*- 4 -... ...

" " 4 * ... +

4 * -.... +
I '"+ * -.... +

- * ....- +

I.
p. 4 * -.... +

I.. +,..

-"* * ... +

.



CLOSED-LOOP FREQUENCY RESPONSE USING OPTION 54
-..MMGNITUDE 0* AXIS RANGE: -0• TO 0. DECIBELS

FREQUEICY ,:RAD.SEC)
. .. .E. ++4.+44...++4+ 4.++.+++++++++4 ..+++++++++.+4+4+4++44+++.+.

126 + * ...-. 4

+ +

158 + -* .... +
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7.--------------------------------------------------------------- ---------------------3"7,.1 4 .
e

°  
. t,

18.8------------------------------------------ ---------------------
11.2 - - - - - +
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17.8 + 4 -

208 +---------------------------------------------4--------------- ----------------------

224 + * -
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1 4.
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APPENDIX C
4a . '

.. Transfer Functions

- Introduction

This appendix contains the transfer functions of the effective

plants used in the design of the bank angle loop and the transfer

functions of the compensated system used during the simulations of the

design.

Effective a's

Cruise I

,1 = 8.7278 (s + 22.35) (s + 15.66)
(s + 8.5295) <s + 23.27) (s + 16.52) (s - 8.01572) (C-1)

Cruise 2
-4

q* = .7888 (s + 0.8731) (s + 38.3)
(s + 8.785 + j 8.841) (s + 28.71) (s - 0.032) (C-2)

Power Approach

--1 1.434 (s + 0.006) (s + 1.37) (s + 4.12)
l s (s + 1.28 + j 8.23) (s + 3.42) (s - 0.84) (C-3)

Simulation Transfer Functions

Cruise I

Denominator

(s+8.8+jg.3)(s+1.2)(s+.S5"-:+8 .7 s,+3 7*K4 . es .3.. .

C-2
'" "( + ) .3) s+ & :, = -; . , +- . - . . . 4 - ., .'.-. x . +_j '. . . . ..". - . ': 4. . . -. -



~~N ~~~x-.~ -7~ .- - - - -- -

Numerators

Bank Angle Response

2699 (s+1.2)(s+1)(s+0.86)(s+8.7±j5)(s+22.4)(s+15.7)

x <s+96."7±j 119.6) (s+125tj 176) C-5)

Control Wheel Do-flection

3788 (s+1)(s+l .2)(s+8.87)(seS.52)(s-8.816)(s9.3.j5.2)
x (s+22.3)(s+14.5)(s+96.±jl9.5)(+125±.jl76) (C-6)

Sideslip Response

85.9 s(s+1)(s+8.86)(5+2)(s+2.4)(s+20)<5+114±j152)2

x (s+23.3) (C-7?)

Rudder De-flection

--5.9x1613 (s,1)3(s+8.86)(s+2.4)(s+5)(s422.4) C8

Cruise 2

Denominator

x(s+95.5tjI15)(s412S.3+jI77.7) <C-9)

Numerators

Bank Angle Response

2630 (s+8.9)(s+l)(s+1 .15)(s+6.4)(s414+j15.3)(s+38.3)
(s+95.7±j115.2)(s+125.3.i 17?.?

* C-3



Control Wheel Deflection

* 3708 es+1)(s4.89)':s.7)'s-0.G3)es+1.12')(s.6,.5)
x :s141j4.7)(s+38.3)rs+95.5±j115)-s+125.3.j17l'7 '"C-11)

* Sideslip Response

* -151.6 s(s+O.095)(s-1 .6)(s+i4)(s+2)(s+38.3)(s+28)
x (s+114+jI52)(s+114+jI52) (C-!2)

* Rudder Deflection

- 1.04x181 4 'es+.g95)'s+1:)3 (S-1.6)(s45)(s+38.3) (C-13)

Power Approach

Denominator

(s+6.8tj.O.5)(s+8.7)(s+o8:886)(s41.3)(s+2.8+j2.5)

x <s.82.6±j187.6)'s+128.5±j181.6) (C-14)

Numerators

Bank Angle Response

5318 (s+1)(s+0.8)(s+1 .4)(s+8.886)(s+2.5+j2.2)
x (s+4.1)(s449.5)(s+82.'6±j187.6)(s+12,8.5±jlil .6) '(C-15)

Control Wheel Deflection

3708 ssj .1>(s~l)(s.9.8)(s+1 .6)ls-.4)(s+2.3+j2.3)
x (s+4.1)(s+49.1)(s+82.6.j187.6)'(s+128.5±j18i .6) (C-16)

Sideslip Response

x ~s+ 14+ 5 s1 4+ji2

C-4



Rudder Deflect ion
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